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Geographically distributed teams are increasingly prevalent in the workplace, and research on distributed teams is ever
more available. Despite this increased attention, we still know surprisingly little about how the dynamics of distributed

teams differ from those of their collocated counterparts and how existing models of teams apply to this new form of work.
For example, although it has been argued that distributed as compared with collocated teams have more severe conflicts
that fester longer and resist resolution, few comparative studies investigate dynamics such as conflict in both distributed
and collocated teams. In this study, we examine conflict, its antecedents, and its effects on performance in distributed as
compared with collocated teams. Our goal is to understand how conflict plays out in distributed and collocated teams, thus
providing insight into how existing models of conflict must be augmented to reflect the trend toward distributed work.

We report the results of a field study of 43 teams, 22 collocated and 21 distributed, from a large multinational company.
As expected, the distributed teams reported more task and interpersonal conflict than did the collocated teams. We found
evidence that shared identity moderated the effect of distribution on interpersonal conflict and that shared context moderated
the effect of distribution on task conflict. Finally, we found that spontaneous communication played a pivotal role in the
relationship between distribution and conflict. First, spontaneous communication was associated with a stronger shared
identity and more shared context, our moderating variables. Second, spontaneous communication had a direct moderating
effect on the distribution-conflict relationship, mitigating the effect of distribution on both types of conflict. We argue that
this effect reflects the role of spontaneous communication in facilitating conflict identification and conflict handling.
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Recent advances in telecommunication and informa-
tion technologies offer new opportunities for engaging
in geographically distributed work. Research and devel-
opment laboratories rely on facilities around the globe
(Brockhoff 1998), and software development teams are
increasingly spread across multiple countries (Carmel
1999) to take advantage of resources at local sites.
Although an increasing number of organizations are
relying on technology-enabled geographically distributed
teams (McDonough et al. 2001), these teams are often
difficult to manage and fall short of performance expec-
tations. Distributed teams frequently suffer coordination
problems (see Cramton 2001), crises of trust (Jarvenpaa
and Leidner 1999), and unhealthy subgroup dynamics
(Armstrong and Cole 2002, Cramton and Hinds 2005).
Despite an increasing amount of research examining the
dynamics of distributed work (e.g., Gibson and Cohen
2003), it is not yet clear whether or not, and how, the
dynamics of distributed teams can be predicted by exist-
ing models of teams that are based on decades of research
on collocated teams. Some scholars have, in fact, ques-
tioned whether distributed teams are fundamentally

different than collocated teams and thus deserving of
separate study. With our study, we strive to address this
question by comparing the dynamics of distributed and
collocated teams, in particular their experiences with
conflict, as a means of understanding the extent to which
geographic distribution affects this important dimension
of teamwork.

We focus on conflict because previous work sug-
gests that distributed teams find conflict not only preva-
lent, but particularly difficult to isolate and manage (see
Hinds and Bailey 2003, Mannix et al. 2002). Studies of
geographically distributed teams report significant con-
flict between distant members as team members struggle
to come to terms with different perspectives, unshared
information, and tensions between distant subgroups
(see Armstrong and Cole 2002, Cramton 2001). Existing
empirical research, however, has typically included no
collocated comparison teams and, for the most part, has
not set out to study conflict. Another reason we study
conflict is because of the well-established relationship
between conflict and performance. Although some stud-
ies have reported a positive relationship between task
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conflict and performance (e.g., Pelled et al. 1999), a
recent meta-analysis suggests that both task and inter-
personal conflict are consistently linked with worse per-
formance, particularly when teams are engaged in highly
complex tasks (De Dreu and Weingart 2003). Conflict
can interfere with performance, decrease satisfaction,
and reduce commitment to the organization. If, as sug-
gested, conflict is more prevalent in distributed teams,
the ability of distributed teams to perform effectively
may be endangered.

In this study, we aim to better understand the factors
that mitigate conflict on distributed teams. Not all dis-
tributed teams experience crippling or even serious con-
flicts. We strive to understand why some do and others
do not. With few exceptions (i.e., Lovelace et al. 2001),
there has been surprisingly little empirical research
that examines the factors that moderate the relationship
between conflict and its antecedents. Recent research
instead has tended to focus on the direct effect of
diversity on conflict or on moderators of the conflict-
performance relationship. Because of this, in their
review of 40 years of research on diversity, Williams and
O’Reilly (1998) call for more research into the moder-
ators of diversity on group process. They, and others,
suggest that the mechanisms through which diversity
affects conflict fall into two categories: those related to
social categorization or affective ties and those acting on
informational factors. This is consistent with McGrath’s
(1984, Chapter 1) argument that group dynamics are
affected by both interpersonal relations and task-related
patterns. Regarding conflict, Jehn et al. (1999) argue
that social categorization and differences in information
mediate the relationship between diversity and conflict,
although they do not actually measure either social cat-
egorization or differences in information. In theorizing
about conflict in distributed teams, Hinds and Bailey
(2003) argue that shared identity and creating similar
contexts moderate the relationship between distribution
and conflict. Thus, although numerous scholars have
suggested that social categorization and informational
factors are key to understanding conflict in teams, the
exact nature of the relationships between social cat-
egorization, informational factors, and conflict remain
vague.

Our goal in this paper is to shed light on these rela-
tionships through an empirical investigation. We pro-
pose that geographic distribution contributes to conflict
and that this effect is moderated by shared identity and
shared context (an informational factor). Using the tax-
onomy of Marks et al. (2001), we argue that shared
identity and shared context are emergent states within
teams. Emergent states are “properties of the team that
are typically dynamic in nature and vary as a function of
team context, inputs, processes, and outcomes” (Marks
et al. 2001, p. 357). We also argue that spontaneous
communication plays a pivotal role in reducing conflict

on distributed teams. According to Marks et al. (2001,
p. 357), team processes are “members’ interdependent
acts that convert inputs to outcomes through cognitive,
verbal, and behavioral activities directed towards orga-
nizing task work to achieve collective goals.” We suggest
that spontaneous communication is a team process that
aids in the development of a shared identity and con-
tributes to a shared context. In addition to its indirect
effects, we also posit that spontaneous communication
independently moderates the relationship between dis-
tribution and conflict by facilitating conflict identifica-
tion and handling. A number of scholars have argued
that informal communication plays an important role
among workers who are not copresent (e.g., Kraut et al.
2002, Sarbaugh-Thompson and Feldman 1998, Sproull
and Kiesler 1991). Sarbaugh-Thompson and Feldman
(1998), for example, stress the importance of casual
conversations as a mechanism for appropriately signal-
ing availability and avoiding potentially embarrassing
social interactions. With the exception of the work of
Sarbaugh-Thompson and Feldman (1998), little research
has empirically examined how informal, spontaneous
communication contributes to the healthy functioning of
distributed teams.

We propose that geographic distribution leads to con-
flict and that this effect is moderated by shared identity
and shared context, and by spontaneous communication
that acts on shared identity and shared context as well
as independently (see Figure 1). Finally, we consider
the effect of conflict on performance in distributed and
collocated teams. By geographically distributed teams,
we mean those in which team members are located at
significant distances from one another, e.g., residing in
different cities or countries.

Figure 1 Theoretical Model Predicting the Relationships
Between Geographic Distribution, Shared Identity,
Shared Context, Spontaneous Communication, and
Conflict

Distribution
Task

conflict

Interpersonal
conflict

Spontaneous
communication

Shared
context

Shared
identity

Notes. As indicated by the shading, shared identity is expected to
primarily moderate the relationship between distribution and inter-
personal conflict, and shared context is expected to primarily mod-
erate the relationship between distribution and task conflict.
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Along with others, we differentiate interpersonal con-
flict and task conflict (e.g., Jehn 1994, 1995; Pelled
1996; Pelled and Adler 1994). Interpersonal (also known
as affective or emotional) conflict refers to conflicts that
arise from perceived interpersonal incompatibilities and
clashing personalities. Such conflict is typically char-
acterized by feelings of anger, frustration, and distrust.
In contrast, task conflict refers to discord over differ-
ent opinions and viewpoints about the work being per-
formed, often including differences of opinion about
what should be done. While task conflict may involve
heated debates regarding the task being performed, it is
typically devoid of the intense negative feelings charac-
teristic of interpersonal conflict. Although interpersonal
and task conflict often are correlated, the mechanisms
through which they operate on group process are dif-
ferent, as are their effects on group performance. We
therefore treat interpersonal and task conflict as separate
constructs throughout this study. A third type of con-
flict, process conflict, has also been identified (see Jehn
1997). Process conflict refers to conflicts not about the
task itself, but about how the work should be done. We
do not examine process conflict because it was not well
established nor were the measures well developed at the
time of this study.

Geographic Distribution and Conflict
Scholars have consistently argued that conflict will be
more extreme on geographically distributed as compared
with collocated teams (Hinds and Bailey 2003, Mannix
et al. 2002), and empirical work has confirmed that
distributed teams often experience high levels of con-
flict (Armstrong and Cole 2002, Cramton 2001). Olson
and Olson (2000), for example, observed misunderstand-
ings between distant team members when members in
the United States curtailed a video conference with-
out giving a proper farewell to one of their European
colleagues. This was due, in part, to unshared contex-
tual information as the team members in the United
States were unaware of the importance of appropriately
acknowledging their European colleague’s departure,
while those in Europe were unaware of the pressure on
the American team members to save costs by shortening
video conferences. Similarly, in her study of distributed
student teams, Cramton (2001) observed that conflict
erupted as team members made harsh attributions about
their distant colleagues when information was missing
or miscommunications occurred. Theory suggests that
conflict in these teams is a result of weak interpersonal
bonds between sites, unshared context, and poor infor-
mation sharing (see Hinds and Bailey 2003), although
the mechanisms have seldom been closely examined,
particularly in teams within organizations.

Although theory and evidence suggest that conflict
will be greater in distributed teams, few empirical stud-
ies systematically compare distributed with collocated

teams to determine whether conflict is more severe,
and even fewer have compared the conditions under
which conflict occurs in these teams. One exception is a
study comparing 12 distributed and 12 collocated prod-
uct development teams (Mortensen and Hinds 2001).
Surprisingly, Mortensen and Hinds (2001) found no sig-
nificant difference between distributed and collocated
teams in the amount of interpersonal or task conflict.
They conclude that relationships between distant team
members become more harmonious over time as teams
develop familiarity and shared processes (see Zack and
McKenney 1995, Walther 1995). In this study, we
explicitly examine the moderating factors that determine
whether or not distribution will fuel conflict in dis-
tributed teams.

Shared Identity
As noted earlier, a shared team identity is an emer-
gent state—a dynamic property of a team. A strong
shared identity among team members has been linked to
reduced conflict, particularly interpersonal conflict (see
Jehn et al. 1999). We argue that when a team has a
strong shared identity, the effect of geographic distribu-
tion on conflict will be mitigated. Social identity and
social categorization theories suggest that individuals
reduce ambiguity and promote self-enhancement by par-
titioning their colleagues on the basis of relative simi-
larity to themselves. They create “in-groups” composed
of similar others and “out-groups” of those perceived as
different (Tajfel 1974, 1981). Members of in-groups are
subsequently evaluated more favorably than those con-
sidered part of the out-group (Hogg and Abrams 1988,
Levine and Moreland 1987). Although in-group and
out-group designations are most frequently viewed as
intrateam phenomena, the distinction also occurs among
subgroups within a single team (see Hogg and Terry
2000, Gibson and Vermeulen 2003). In the absence of a
strong shared identity, team members are likely to evalu-
ate other team members’ behaviors negatively, assuming
a competitive rather than cooperative stance when prob-
lems or miscommunications arise: “This intergroup hos-
tility can surface as relationship conflict—conflict over
workgroup members’ personal preferences or disagree-
ments about interpersonal interactions, typically about
non-work issues such as gossip, social events, or reli-
gious preferences” (Jehn et al. 1999, p. 745).

Because of the potential for conflict resulting from
rifts between distant sites, we expect a shared identity
to be an important mechanism for ameliorating inter-
personal conflict in geographically distributed teams.
Distributed teams, especially those that rely heavily on
mediating technologies, are often less cohesive, and their
members are less satisfied with their interaction and like
each other less than members of face-to-face teams (e.g.,
McLeod and Liker 1992, Straus and McGrath 1994,
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McGrath 1984). Members of distributed teams also are
inclined toward harsh, dispositional attributions about
distant team members because they lack situational
information to help them interpret the behaviors and
activities of their distant colleagues (Cramton 2002).
When a shared group identity is salient, team members
are inclined to be more loyal, more trusting, and more
concerned about promoting the welfare of the group
(Brewer and Miller 1996). Thus, we reason that a shared
identity can create a psychological tie between distant
team members that helps them to bridge the physical
and contextual distance that otherwise separates them.
In the presence of a shared team identity, distant team
members may have more faith in other members and be
more likely to talk through issues that arise (Hinds and
Bailey 2003). Such arguments led Mannix et al. (2002)
to identify a lack of common social identity as a key
hurdle distributed teams must overcome to effectively
deal with conflict. Based on these arguments, we pre-
dict that interpersonal conflict in distributed teams will
be lessened when teams have a strong shared identity.

Although our theoretical arguments suggest that a
shared identity will more strongly moderate the rela-
tionship between distribution and interpersonal conflict,
shared identity might also moderate the relationship
between distribution and task conflict. In distributed
environments, mistrust might disrupt working relation-
ships and inhibit information sharing, thus spurring
task conflict (see Simons and Peterson 2000). A strong
shared team identity across distributed sites, however,
can reduce mistrust and, potentially, ease the flow of
information because team members are concerned about
maintaining strong group ties and promoting the group
welfare. We therefore argue that shared identity will
moderate the relationship between distribution and inter-
personal conflict, but also more weakly moderate the
relationship between distribution and task conflict.

Hypothesis 1. Shared identity will moderate the re-
lationship between geographic distribution and conflict,
particularly interpersonal conflict.

Shared Context
A shared context exists when team members have access
to the same information and share the same tools, work
processes, and work cultures. Occupying different con-
texts can make it more difficult to co-orient to a partic-
ular object or approach (Schober 1998), develop mutual
understanding (Fussell and Kreuz 1992), and establish
common behavioral norms (Hinds and Bailey 2003).
We anticipate that a shared context—an emergent state
that develops in a team—will moderate the relation-
ship between geographic distribution and task conflict.
Although it is nearly impossible to provide distributed
teams with identical contexts, standardization of work
processes, tools, and systems might reduce the extent to

which distance becomes a burden. A shared context can
reduce the likelihood that misunderstandings and diver-
gent approaches emerge. When collocated, team mem-
bers are able to easily see what their colleagues are
doing, identify dissimilar work processes, and under-
stand the source of coordination problems (see Kraut
et al. 2002). In distributed teams, however, missing con-
textual information is likely to make it more difficult to
identify and resolve coordination problems before they
degenerate into conflict. Grinter et al. (1999), for exam-
ple, recall one of the members of a software devel-
opment team they studied as saying he was “fighting
upstream” when trying to stay informed about decisions
being made at the other site. We therefore reason that
distributed teams will have less severe task conflict when
their context is more shared.

We predict that a shared context will more strongly
moderate the relationship between distribution and task
conflict, but that it may also moderate the relationship
between distribution and interpersonal conflict. In dis-
tributed environments, interpersonal conflict arises, in
part, because of confusion and misattributions about dis-
tant members’ behaviors (Cramton 2002). A shared con-
text across sites provides the grounding necessary to bet-
ter understand and make sense of these behaviors, poten-
tially mitigating harsh attributions and, in turn, reducing
interpersonal conflict. In sum, we predict that conflict of
both types will be reduced when distributed teams have
a shared context, although task conflict will be more
strongly affected.

Hypothesis 2. Shared context will moderate the rela-
tionship between geographic distribution and conflict,
particularly task conflict.

Spontaneous Communication
Spontaneous communication refers to informal, unplan-
ned interactions that occur among team members (see
Kiesler and Cummings 2002, Kraut et al. 2002, Monge
and Kriste 1980). In contrast to shared identity and
shared context, which are emergent states, spontaneous
communication is a team process—a set of behav-
ioral activities. Numerous scholars have argued for the
importance of informal, spontaneous communication
among distributed workers, suggesting that these inter-
actions build bonds between distant colleagues (Nardi
and Whittaker 2002, Sarbaugh-Thompson and Feldman
1998) and enable information to flow more fluidly
between sites (e.g., Kiesler and Cummings 2002, Kraut
et al. 2002). As Zack (1993) discovered, informal inter-
action can compensate for a loss of meaning introduced
by the use of mediating technologies. Few scholars,
however, have directly examined how spontaneous com-
munication affects the dynamics of distributed teams.
Although communication can lead to increased conflict
as team members bring more of their differences to the
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surface (Jehn and Mannix 2001), we speculate that spon-
taneous communication will play a central role in mit-
igating conflict on distributed teams because it allows
team members to learn informally about what others
are doing, enabling them to identify and resolve issues
before they escalate (see Kiesler and Cummings 2002).
It will, we argue, do this in three ways. First, it will
increase shared identity. Second, it will increase shared
context. Finally, it will have an independent moderat-
ing effect on the relationship between distribution and
conflict that can be explained by its role in facilitating
conflict identification and handling.

We posit that spontaneous communication will have a
direct effect on a team’s ability to establish and maintain
a shared identity. Spontaneous communication builds
social ties (Festinger et al. 1950), increases awareness
of others’ moods and states (Olson et al. 2002), and
strengthens interpersonal bonds between distant work-
ers (Nardi and Whittaker 2002). Consistent with this,
Morris et al. (2002) reported that “schmoozing” before
an e-mail negotiation increased rapport between dyads
and decreased the number of impasses. Often, even task-
related casual conversation turns to personal topics and
provides a means through which to get to know one
another better (see McGrath 1984, Sarbaugh-Thompson
and Feldman 1998). The absence of spontaneous com-
munication, however, can disrupt the development and
maintenance of a shared identity. In their study of
the introduction of e-mail into a research institute,
Sarbaugh-Thomspon and Feldman (1998, p. 692), for
example, suggest that the absence of informal, sponta-
neous communication may have resulted in “decreased
perceptions of connectedness and community.”

Hypothesis 3a. Spontaneous communication will be
positively related to shared identity.

We also argue that spontaneous communication will
contribute to a shared context in distributed teams. We
reason that, in collocated teams, a large amount of infor-
mation is shared without the need for explicit communi-
cation. People can see what others are working on, watch
their colleagues struggle on a task, notice when team
members come and go, overhear activities in the back-
ground, and monitor progress unobtrusively (see Olson
et al. 2002, Weisband 2002). Without access to this
rich visual and sensory data, the members of distributed
teams lack awareness of what is occurring and what
their teammates are doing at distant sites (Weisband
2002). Spontaneous communication can help overcome
this limitation of distributed work. With planned, formal
communication, people often feel constrained to pre-
specified topics and timeframes (see Olson and Olson
2000). In contrast, spontaneous communication is more
flexible and allows more open, uninhibited conversa-
tions about topics that are salient at a particular point
in time. Casual encounters increase the convenience and

enjoyment of communication, and therefore the likeli-
hood that it will occur (Kiesler and Cummings 2002,
Kraut et al. 2002). As people interact informally and
spontaneously, more information, particularly contextual
information, is shared (see Nardi and Whittaker 2002).

Hypothesis 3b. Spontaneous communication will be
positively related to shared context.

In addition to its positive effects on shared iden-
tity and shared context, we hypothesize that sponta-
neous communication will independently moderate the
relationship between distribution and conflict. Sponta-
neous communication provides opportunities for team
members to expand contact with their teammates (Fes-
tinger et al. 1950). These opportunities to interact, we
argue, enable more effective conflict identification and
handling on distributed teams. Conflicts on distributed
teams are said to fester longer than conflicts on col-
located teams (see Armstrong and Cole 2002). With
spontaneous communication, however, conflicts may be
identified more rapidly, and thus dealt with before they
escalate (see Hinds and Bailey 2003). Spontaneous com-
munication also increases opportunities to share infor-
mation, including information about one’s own interests,
a crucial element for fostering collaborative conflict res-
olution (see Thomas 1992). As parties share information
about their own concerns, they have a greater oppor-
tunity for creating a win-win solution (Lovelace et al.
2001, Tinsley 1998). Potential or low-level conflicts can
be discussed and worked through before they have a
chance to worsen and grow into larger, more substantive
conflicts. We therefore argue that spontaneous commu-
nication will serve to ameliorate conflicts that arise in
distributed teams.

Hypothesis 3c. Spontaneous communication will
moderate the relationship between geographic distribu-
tion and conflict.

Performance
Extensive research has examined the conflict-perfor-
mance relationship. Although research generally reports
a negative relationship between interpersonal conflict
and performance (e.g., Jehn et al. 1997, Jehn 1997), the
relationship between task conflict and performance is
less clear. Some studies have reported a positive rela-
tionship between task conflict and performance (e.g.,
Jehn 1995, Pelled et al. 1999), whereas others have
reported that groups often do not achieve the benefits of
having diverse perspectives on a task (Hackman 1990,
Jehn et al. 1997, Stasser and Titus 1985, Wittenbaum
and Stasser 1996). A recent meta-analysis suggests that
these inconsistent findings can be explained by task type:
teams with highly complex tasks appear to be most hin-
dered by task conflict (De Dreu and Weingart 2003).
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We anticipate a negative conflict-performance rela-
tionship in distributed as well as collocated teams, but
we posit that the relationship will be stronger in dis-
tributed teams for two reasons. First, to the extent that
conflict is beneficial, its benefits are realized because
team members are sharing information and thinking
through options more thoroughly (Pelled et al. 1999).
Sharing complex information, however, is particularly
difficult for distributed teams because of the limitations
of mediating technologies, differences in time zones, and
dissimilar experiences and perspectives at distant sites
(Kraut et al. 2002). Thus, the benefits of considering
more information and perspectives may be elusive in dis-
tributed teams. Second, we argue that it might be more
difficult to harness the potential benefits of task con-
flict in distributed as compared with collocated teams
because task conflicts will be resolved less readily and
will, consequently, be more likely to degenerate into
interpersonal conflict. Thus, we anticipate that task and
interpersonal conflict will diminish performance in all
types of teams and that these effects will be stronger in
distributed as compared with collocated teams.

Hypothesis 4a. Task conflict will be associated with
lower performance in collocated and distributed teams.

Hypothesis 4b. Interpersonal conflict will be asso-
ciated with lower performance in collocated and dis-
tributed teams.

Hypothesis 4c. Task conflict will be more strongly
associated with reduced performance in distributed as
compared with collocated teams.

Hypothesis 4d. Interpersonal conflict will be more
strongly associated with reduced performance in dis-
tributed as compared with collocated teams.

Method
To test our hypotheses, we conducted a web-based sur-
vey of geographically distributed and collocated research
and development (R&D) teams located within a single
multinational corporation. The surveys were followed by
interviews intended to provide a richer understanding of
the teams, their work processes, and the challenges they
faced.

Research Setting
The organization we studied was the R&D arm of a
firm in the natural resources extraction and process-
ing industry. Though the organization had a history of
locating facilities around the globe, three years prior to
our study, management decided to increase the firm’s
global reach by restructuring many of its R&D teams
so the teams spanned multiple sites. The management’s
expressed objective in doing this was to increase access
to expertise and to customers at distant locations. At the

time of our study, the firm was evaluating this decision.
Although most managers and team members were artic-
ulate about the benefits of this global work arrangement,
they also expressed frustration and doubt. Through this
research, they hoped to gain insights into the challenges
faced by these geographically distributed teams and to
better understand the basis on which to make decisions
about distributing R&D work across distant sites.

Procedure
Initial contact with teams was arranged through a rep-
resentative in the organization who provided rosters and
team member contact information for as many teams
as were willing to participate. Individual team mem-
bers were then contacted via e-mail and provided with
the necessary information to access and complete our
web-based survey. In those cases where individuals were
simultaneously members of multiple teams in the sam-
ple, they were asked to complete the survey multiple
times, once for each team of which they were a mem-
ber. This affected only six respondents (2% of the data
set), each of whom was a member of two different
teams. Given the global nature of these teams, the web-
based medium was particularly well suited to this sam-
ple, allowing for quick and consistent distribution to all
sites as well as easy access and minimal effort by partic-
ipants. Data indicate that the survey took approximately
30 minutes to complete. We augmented the survey data
with face-to-face semistructured interviews conducted
with 1 to 2 randomly selected members of each team
(at least 1 at each site for distributed teams), as many
team managers as possible (7 managers, comprising 47%
of the teams in the sample), and 11 upper level man-
agers, including the vice president responsible for the
organization we studied. The intent of the interviews was
to learn more about the type of work being done within
the teams and to better understand the issues faced by
members and leaders of these teams. Interviews were
audiotaped and transcribed.

Sample
A total of 455 individuals, situated within 49 teams
were initially contacted, with a response rate of 68%
(310 respondents). To ensure that the respondents in our
sample accurately reflected their teams, we restricted the
sample to include only those teams in which at least
three team members responded and in which the respon-
dent’s answers were internally consistent (interrater reli-
ability on the dependent variables of interpersonal and
task conflict above 0.70). Thus, our final sample consists
of 43 teams (42 teams for the analyses of interpersonal
conflict) with a total of 288 responses. The teams ranged
in size from 3 to 21 members. Of the 43 teams in our
sample, 21 consisted of members who were all situated
at one location and the remaining 22 teams were com-
posed of members situated at two or more locations. The
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sites represented in the sample included a single country
in Europe and two states in the United States.

Dependent Variables
Task and interpersonal conflict were measured using a
scale based on Jehn’s (1994, 1995) relationship conflict
scale. Respondents rated four statements for task conflict
and six for interpersonal conflict, using a five-point Lik-
ert scale anchored by 1 = not at all and 5 = very much
(see Figure 2). We averaged the items based on Jehn’s
(1994) model to form reliable indices of task and inter-

Figure 2 Survey Items Measuring Conflict, Shared Context,
and Performance

Task Conflict a

Please answer the following questions about the extent to which
differences in opinion and disagreements occur within the TEAM.

How frequently are there conflicts about ideas in the TEAM?
How much conflict about the work you do is there in the TEAM?
How often do people in the TEAM disagree about opinions

regarding the work being done?
To what extent are there differences of opinion in the TEAM?

Interpersonal Conflict a

Please answer the following questions about the extent to which
differences in opinion and disagreements occur within the TEAM.

How much friction is there among members in the TEAM?
How much are personality conflicts evident in the TEAM?
How much tension is there among members in the TEAM?
How much emotional conflict is there among members in the TEAM?
To what extent do people take the arguments in the TEAM

personally?
How much jealousy or rivalry is there among the members in the

TEAM?

Shared Contextb

How frequently do you experience the following issues in attempting to
coordinate work on the TEAM?

Incompatibility between different team members’ tools and/or work
processes

Team members having different priorities
Differences in the information held by team members
Incomplete or inaccurate information about what other team members

are doing

Performancec

Compared with the very best team you are working with or have
worked with in the past, please rate the performance of the TEAM on
the following dimensions:

Efficiency
Quality
Technical innovation
Adherence to schedule/budget
Work excellence

Notes. “TEAM” indicates a value that was tailored to reflect the
name of the respondents’ project team. Items with an “∗” were
reverse coded.

aRated on a five-point Likert scale anchored by 1= not at all and
5= very much.

bRated on a five-point Likert scale anchored by 1= not at all and
5= very. The entire scale was then reverse scored to reflect shared
context.

cRated on a five-point Likert scale anchored by 1 = poor and
5= excellent.

personal conflict (�= 0�82, �= 0�89, respectively). To
determine if aggregation to the team level was justified
for our team-level variables, we estimated within-group
interrater reliability scores based on the formula derived
by James et al. (1984). In the case of task and inter-
personal conflict, this yielded interrater reliability scores
of 0.90 and 0.89, respectively. Based on the guidelines
put forth in James et al. (1984), aggregation to the team
level was therefore justified.

To measure performance, we distributed a web-based
survey to team managers. In most cases, team managers
were responsible for two or more teams included in the
survey, so we asked them to respond to a set of perfor-
mance questions for each of the teams they managed that
were included in the sample. There were responses from
10 team managers, providing performance ratings for 35
of the 43 teams we studied. We adapted a performance
measure from Ancona and Caldwell (1992), asking team
managers to rate each team along five dimensions: effi-
ciency, quality, technical innovation, adherence to sched-
ule and budget, and work excellence. Managers rated
each question on a five-point Likert scale in which
1= poor and 5 = excellent. The five-item scale showed
high ��= 0�84� reliability.

Independent Variables
To measure geographic distribution, we used self-report
data (verified against the company database) to identify
each respondent’s office location. Based on Cummings
and O’Leary (2002), we used this information to cal-
culate five indices of distribution: (1) number of sites,
(2) percentage of isolates, (3) imbalance (unevenness of
membership across sites), (4) separation (physical dis-
tance), and (5) lack of time zone overlap. In an effort to
consolidate the multiple indicators of geographic distri-
bution, we used an exploratory factor analysis to empir-
ically identify groups of indices that could justifiably be
reduced to a smaller set of factors. This analysis grouped
the indices into two factors, which further displayed a
strong theoretical justification by differentiating between
primarily structural and psychological aspects of distri-
bution. The first factor, which we identified as structural
distribution, consisted of the indices for the number of
sites, geographic distance (separation), and lack of time
zone overlap. The second factor, which we refer to as
psychological distribution, consisted of the indices for
the percentage of isolates and imbalance. We calculated
z-scores and averaged within each of the two factors,
yielding two measures: structural distribution and psy-
chological distribution, which were found to be reliable
(� = 0�92 and � = 0�71, respectively). The pattern of
results for the measures of structural and psychological
distribution were identical in all analyses we conducted
and were furthermore identical to the simple measure
of the number of sites. For simplicity of presentation,
we present the models based on the number of sites,
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hereafter referred to as distribution. We also calculated
a simple dichotomous measure of distribution in which
teams were considered distributed �=1� if team mem-
bers were spread across at least two locations and collo-
cated �=0� if all team members were based at the same
location (building or campus). This dichotomous mea-
sure yielded results that were similar, though weaker,
than the measures described above. It is important to
note that in selecting the sample for our study, we inten-
tionally selected an organization with teams primarily
distributed between two sites—one in the United States
and one in Europe. This was done to reduce variation in
the different possible patterns of distribution (e.g., num-
ber of sites, actual distance in miles, within versus across
national boundaries, and so forth). We would therefore
have expected little difference between the more com-
plex measures of distribution and a simple dichotomous
indicator.

To measure shared team identity, we used a pictorial
measure of interpersonal closeness shown to correlate
with feelings and behaviors reflecting interconnected-
ness (Aron et al. 1992). We adapted this measure to the
team level by providing team members with a set of six
graphical representations of relationships between “self”
and “other” (see Figure 3), and asking them to select
the number that corresponded to the picture that most
closely matched their relationship with their team (1 =
very distant, 6 = very close). Individual ratings were
then averaged across the team. To validate the use of
this measure, we collected data using 12 items suggested
by Tyler (1999) for measuring shared identity and found
the 2 measures to be positively correlated (r = 0�75, p <
0�001).

We created a measure of shared context by using
respondents’ ratings of four issues that reflected
unshared context (see Figure 2). We asked respondents
to rate each of these items by using a five-point Likert
scale anchored by 1 = not at all and 5 = very much.
We calculated a mean of the four items to create an
individual-level measure of unshared context with high
reliability �� = 0�83�. For a team-level measure, we
then averaged across individuals in the team, yielding an
interrater reliability score of rwg = 0�73. To create a mea-
sure of shared context, we reverse scored this measure.

Figure 3 Figure Used to Measure Perceptions of Shared
Identity

1 2 3

4 5 6

Self Other Self Self Other

Self
Other

Other

Self Other OtherSelf

To measure spontaneous communication, we asked
each respondent to indicate how often he or she had un-
planned, spontaneous interactions with each person in the
team. Respondents selected a unit of measurement (per
year, per month, per week, per day, or per hour) and iden-
tified the number of spontaneous interactions by that unit.
We did not specify the content of these communications
because we reasoned that a single spontaneous commu-
nication was likely to contain both personal- and task-
related topics, thus resisting classification. Responses
were standardized into the number of spontaneous inter-
actions per month and averaged across all team mem-
bers to create a team-level measure of spontaneous
communication.

Control Variables
Extensive research on conflict suggests that demographic
heterogeneity promotes conflict, particularly interper-
sonal conflict (e.g., O’Reilly et al. 1997, Pelled 1996).
Cultural heterogeneity is expected to derive directly
from geographic distance, especially on globally dis-
tributed teams. Consequently, although cultural hetero-
geneity was not the focus of our study, we thought it
important to include as a control variable. To collect data
on cultural heterogeneity, we asked respondents to report
their ethnicity, the countries in which they were raised,
and the languages in which they were fluent before the
age of 10. Each respondent’s answer was then compared
with those of each of his or her teammates to create a
dichotomous difference score of one if the two respon-
dents differed in their response to the question and zero
if they provided the same answer. A combined measure
was then created by summing the three dichotomous
measures for each pair of respondents in a team. To cre-
ate a team-level measure of cultural heterogeneity, we
used a derivation of the relational demography scores
suggested by O’Reilly and colleagues (O’Reilly et al.
1989, Tsui et al. 1992, Tsui and O’Reilly, 1989). To
capture cultural heterogeneity, we calculated the square
root of the summed squared difference scores divided by
the total number of team members. We included cultural
heterogeneity in all regressions predicting conflict.

We also examined the effects of heterogeneity of age,
gender, and tenure. The only demographic variable that
was significantly related to distribution was age—older
employees were more likely to be in distributed teams—
but none of these variables were significantly related to
conflict, nor did they affect the pattern of results, so
we removed them from further analyses. In addition, to
account for conflict that might arise from the coordina-
tion requirements faced by larger teams, we evaluated
team size as a control variable. As with the demographic
variables, this measure was not significantly related to
either type of conflict, nor did it change the pattern of
results. We therefore removed it from further analyses.
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Previous research suggests that some types of work
are better suited to geographic distribution than others.
Ambiguous tasks, for example, are said to be less well
suited for distributed work (Grinter et al. 1999, Olson
and Teasley 1996). We therefore included a four-item
measure of task ambiguity based on the Kraut et al.
(1998) task analyzability scale. Distributed teams, how-
ever, did not report significantly less ambiguous (or more
ambiguous) work �F �237� = 0�98, n.s.). Others have
suggested that reciprocal interdependence between dis-
tant team members may be a source of problems on
distributed teams (Kiesler and Cummings 2002, Olson
and Olson 2000). Consequently, we asked respondents
about the nature of interdependence on the team (based
on measures by Van de Ven et al. 1976). The results
suggest that distributed teams experienced no less recip-
rocal interdependence than their collocated counterparts
(F �237� = 1�96, n.s.). Neither reciprocal interdepen-
dence nor task ambiguity was linked to conflict, nor did
either of these variables effect the pattern of results. To
protect degrees of freedom, we excluded these variables
from the reported models.

Finally, although we predicted effects for spontaneous
communication, underlying that prediction was a sug-
gestion that distributed teams as compared with col-
located teams may communicate less and rely more
on mediating technology. As expected, the distributed
teams in our study relied more heavily on mediating
technologies (F �237� = 3�52, p < 0�05) than did the
collocated teams we studied, although those on dis-
tributed teams did not talk face to face significantly
less often (F �237� = 1�66, n.s.). Neither technology
mediation, nor frequency of face-to-face interaction was
significantly associated with conflict. Because of mul-
ticollinearity problems associated with the communica-
tion variables, we excluded these variables from further
analysis.

Results
In Table 1, we provide descriptive statistics on the
respondents in our sample. Most of the employees in the
organization we studied were male, resulting in a sample
that was only about 20% female. On average, respon-
dents had spent nearly 9 years �M = 8�94� employed

Table 1 Sample Characteristics of Respondents

Mean tenure
in organization

% Female Mean age (in years)

Distributed teams 19�77 42�91 9�18
�n= 172�

Collocated teams 19�27 39�77 8�57
�n= 109�

Total sample 19�57 41�70 8�94
�n= 281�

by the company and were about 40 years old. Teams
ranged in size from 3 to 21 members, with an aver-
age size of 6.70 members. Most of the teams provided
technical development and technical services to clients
internal to the larger organization. Although it was not
possible to get data on the demographic characteristics
of the population from which our sample was drawn,
company representatives assured us that the demograph-
ics of our sample mirrored those of the organization we
studied.

In Table 2, we provide the descriptive statistics for
and correlations between our primary variables of inter-
est. As reported in other studies (Simons and Peterson
2000), task and interpersonal conflict were highly cor-
related (r = 0�75, p < 0�01), suggesting low differential
validity between the constructs. The results of our anal-
ysis, however, suggest that there may be some benefit in
reviewing their impact separately, so we treat them as
separate constructs throughout the analysis.

Distribution and Conflict
Looking first at the relationship between distribution
and conflict, we found that task and interpersonal con-
flict were greater in distributed than in collocated teams
(M = 2�64 versus M = 2�10 and M = 2�10 versus M =
1�95, respectively). The results of regression analyses
(see Table 3, Model 1a and Table 4, Model 2a) confirm
a significant positive relationship between distribution
and task conflict (�= 0�41, p < 0�01) and a marginally
significant positive relationship between distribution and
interpersonal conflict (�= 0�29, p < 0�10).

We now set out to understand the factors associ-
ated with conflict in distributed as compared with col-
located teams. In our first hypothesis, we argued that
shared identity would moderate the relationship between
geographic distribution and conflict, particularly inter-
personal conflict. To test Hypothesis 1, we included
interaction terms in the models predicting task and inter-
personal conflict (see Table 3, Model 1c and Table 4,
Model 2c). Although the distribution-shared identity
interaction terms were negative in both models predict-
ing conflict (interpersonal and task), only the interac-
tion term predicting interpersonal conflict (� = −2�59,
p < 0�05) was significant, thus providing some support
for Hypothesis 1. A graph of the interaction between
interpersonal conflict and shared identity (see Figure 4b)
indicates a weaker relationship between distribution and
interpersonal conflict when teams have a strong shared
identity.

The results from our interviews reinforce that shared
team identity may have ameliorated interpersonal con-
flict on the distributed teams we studied. One member
of the leadership team described how a successful dis-
tributed team overcame polarization between two sites
by establishing a strong shared identity with boundaries
that were difficult to penetrate. He referred to these



Hinds and Mortensen: Understanding Conflict in Geographically Distributed Teams
Organization Science 16(3), pp. 290–307, © 2005 INFORMS 299

Table 2 Descriptive Statistics and Correlations Between Variables

Variable Mean Std. dev. 1 2 3 4 5 6 7

1. Cultural heterogeneity 0�52 0�13
2. Geographic distributiona 1�56 0�55 0�07
3. Task conflictb 2�51 0�50 0�04 0�43∗∗

4. Interpersonal conflictb 2�03 0�58 0�17 0�27† 0�75∗∗

5. Shared identityb 3�10 0�47 −0�26 −0�40∗∗ −0�27 −0�36∗

6. Shared contextb 3�15 0�47 0�02 −0�36∗ −0�46∗∗ −0�57∗∗ 0�39∗

7. Spontaneous communicationc 5�73 8�56 0�12 −0�32∗ −0�40∗∗ −0�24 0�43∗∗ 0�62∗∗

8. Performanceb 3�61 0�87 −0�04 −0�08 −0�23 −0�12 0�08 0�29† 0.13

Notes. Correlation matrix is at the team level (n= 43 for all except interpersonal conflict, where n= 42 and performance,
where n= 35).

aDistribution ranges from 1 to 3 sites.
bMeasured on a five-point Likert scale with five equal to higher levels of that variable.
cAverage number of spontaneous communications per week ranged from 0.39 to 43.33.
∗∗p < 0�01, ∗p < 0�05, †p < 0�10.

boundaries as a “ring fence.” He said, “So for the first
seven or eight months, close to a year, there was an enor-
mous amount of tension � � � �” He went on to explain that
one of the key factors that contributed to the success of
the team was its ability to distance itself from external
pressures by creating a shared identity and described the
role of the team manager (Jack) in maintaining a shared
identity. As he noted:

� � � there is a concept of a ring fence for them, and what
I mean by a ring fence is they have managed to insulate
themselves from some of the things that go on in [the
division] � � � � Jack, who is the general manager, it’s his
role and we all kind of refer to it metaphorically as: he’s
the one that rides around the corral protecting the ring
fence from intrusion by [the division] or from outsiders
or whatever. One of his roles is to try to do it—and he
does it pretty successfully. He gets bloodied a lot because

Table 3 OLS Estimates for Regression Analyses Predicting
Task Conflict

Models

Independent variable 1a 1b 1c 1d 1e

Cultural heterogeneity 0�01 0�10 0�14 0�09 0�16
Geographic distribution 0�41∗∗ 0�20 2�25† 2�52∗ 0�51∗

Shared identity 0�30∗ 0�94∗ 0�27† 0�33∗

Shared context −0�41∗ −0�46∗ 0�69 −0�40∗

Spontaneous −0�23 −0�27 −0�48∗ 1�24†

communication

Interaction terms:
Distribution −2�09

× shared identity
Distribution −2�10∗

× shared context
Distribution −1�45∗

× spontaneous
communication

Adj. R2 0�13 0�35 0�38 0�41 0�41
F 3�78∗ 5�18∗∗ 5�02∗∗ 5�42∗∗ 5�50∗∗

df 2�37 5�34 6�33 6�33 6�33

†p < 0�10, ∗p < 0�05, ∗∗p < 0�01.

people keep saying: “Well, why does [the area] think
they’re different?” and “Why do they have to do that?”
or “Why can they do that?”

We also predicted that shared context would mod-
erate the relationship between geographic distribution
and conflict (Hypothesis 2). To test Hypothesis 2, we
introduced interaction terms into our regression models
(Table 3, Model 1d and Table 4, Model 2d). As expected,
when predicting task conflict, the interaction between
distribution and shared context was significant (� =
−2�10, p < 0�05, Model 1d). Although only marginally
significant, the same pattern was obtained when pre-
dicting interpersonal conflict (� = −1�91, p < 0�10,
Model 2d). A graph of the interaction between con-
flict (task and interpersonal) and shared identity (see
Figure 5) indicates that although there is a positive

Table 4 OLS Estimates for Regression Analyses Predicting
Interpersonal Conflict

Models

Independent variable 2a 2b 2c 2d 2e

Cultural heterogeneity 0�16 0�19 0�24† 0�18 0�26†

Geographic distribution 0�29† 0�04 2�62∗ 2�18† 0�42†

Shared identity 0�16 0�96∗ 0�14 0�20
Shared context −0�68∗∗ −0�73∗∗ 0�35 −0�66∗∗

Spontaneous 0�13 0�07 −0�11 1�90∗

communication

Interaction terms:
Distribution −2�59∗

× shared identity
Distribution −1�91†

× shared context
Distribution −1�75∗

× spontaneous
communication

Adj. R2 0�07 0�31 0�37 0�35 0�41
F 2�32 4�42∗∗ 4�78∗∗ 4�46∗∗ 5�32∗∗

df 2�36 5�33 6�32 6�32 6�32

†p < 0�10, ∗p < 0�05, ∗∗p < 0�01.
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Figure 4 Graphs of the Moderating Effect of Shared
Identity∗ on the Relationship Between Geographic
Distribution and Task Conflict (a) and Interpersonal
Conflict (b)
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such that high shared identity reflects responses that were above
the mean, and low shared identity reflects responses that were
below the mean.

relationship between distribution and conflict, this effect
is eliminated when teams share similar contexts.

The topic of shared context frequently came up in
our interviews, particularly among members and man-
agers of distributed teams. As with our quantitative data,
our interview data suggest that having an unshared con-
text exacerbated the problems faced by geographically
distributed teams. Consistent with this, one manager
described how intersite tensions were heightened as a
result of incomplete and unshared information that arose

Figure 5 Graphs of the Moderating Effect of Shared
Context∗ on the Relationship Between Geographic
Distribution and Task Conflict (a) and Interpersonal
Conflict (b)
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initially from poor coordination or technological break-
downs. He said:

Very frequently we had situations where a piece of
data wasn’t sent out at the right time or something
went wrong and immediately I could hear “[expletive
deleted] � � � those guys over there, they’re messing us
around, they’re deliberately not telling us something.
They’ve got some deal on the side � � � �”

Another team member explained how an unshared
context initially increased conflicts in his team’s
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cross-site meetings as a result of incompatible terminol-
ogy and processes. He noted:

[Now] when we have our meetings, people can talk and
use acronyms and people know what the heck they’re
talking about. Whereas at first, we started to slam them
together as, “Well, are we going to use our process or
are we going to use their process?” Then there was a lot
of animosity on that kind of stuff.

In Hypotheses 3a and 3b, we predicted that sponta-
neous communication would contribute to shared iden-
tity and shared context, respectively. To test this, we ran
regressions predicting shared team identity and shared
context with spontaneous communication (as well as our
controls for distribution and cultural heterogeneity) as
an independent variable. We found spontaneous com-
munication to be positively related to shared team iden-
tity (�= 0�40, p < 0�05) and shared context (�= 0�56,
p < 0�01), thus supporting our hypotheses. These rela-
tionships were further highlighted in our interviews.
Spontaneous communication, for example, was identi-
fied as contributing to a sense of team identity. One team
member focused on frequent and open communication
as a means of working through conflict as well as a
means of increasing team members’ sense of ownership
and connection to the team. As he noted:

We have very open communication, and I’ve had this
feedback from all of the different people. We all give
each other open feedback, and we can say anything to
each other. We can say, “Go on, at the moment I really
feel you’re being aggressive,” or such and such, such and
such. Behavioral things, and when you discuss behaviors
in an open environment, that builds the team ownership
as well.

A member of a different distributed team, when speak-
ing of the issues his team faced, noted the importance of
spontaneous communication in sharing contextual infor-
mation across sites. He said:

� � �you have also different styles of work. How is it being
addressed, usually if these things are minor and obvi-
ously they occur on a normal day-to-day basis, that’s
either addressed through a face-to-face contact or through
a telephone call if it happens to be the other side of the
ocean. And then you discuss those things and resolve it
and come to some form of an agreement � � � �

In Hypothesis 3c, we predicted that spontaneous
communication would directly moderate the relation-
ship between geographic distribution and conflict. As
expected, we found significant negative effects for
the distribution-spontaneous communication interaction
term in models predicting task (� = −1�45, p < 0�05,
Model 1e) and interpersonal conflict (� = −1�75,
p < 0�05, Model 2e). Figure 6 graphs the relationships
between spontaneous communication and task (6a) and
interpersonal conflict (6b). In both cases, spontaneous

Figure 6 Graphs of the Moderating Effect of Spontaneous
Communication∗ on the Relationship Between
Geographic Distribution and Task Conflict (a) and
Interpersonal Conflict (b)
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communication appears to mitigate the effect of distri-
bution on conflict.

Consistent with our quantitative findings, the impor-
tance of spontaneous communication as a means of
resolving issues in distributed teams was a recurring
theme in our interviews. One team member told us that
he believed the success of his distributed team was the
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Table 5 OLS Estimates for Regression Analyses Predicting
Performance

Models

Independent variables 3a 3b 3c 3d

Geographic distribution 0�05 −0�04 −0�45 −0�54
Task conflict −0�36† −0�62
Interpersonal conflict −0�01 −0�49
Shared identity 0�48∗ 0�30 0�49∗ 0�33
Shared context 0�28 0�34 0�30 0�36
Spontaneous communication −0�36 −0�21 −0�40 −0�26

Interaction terms:
Distribution× task conflict 0�62
Distribution 0�74

× interpersonal conflict

Adj. R2 0�14 0�01 0�12 −0�01
F 2�13† 1�06 1�76 0�93
df 5�29 5�28 6�28 6�27

†p < 0�10, ∗p < 0�05, ∗∗p < 0�01.

result of constant unscheduled communication, saying
that “� � �we here communicate with everybody and we
make sure we do that, regularly, three, four times per
week on the phone.” Another discussed how his team
dealt with team members’ frequent travel. He said:

It is so often that people from our team are not here, that
there’s much more of informal ad hoc meetings, short
meetings in the office space itself, where we bring up
issues. We are very direct � � � � if there are issues, we can
talk them out and usually we can solve things together.

Performance
In our last set of hypotheses (Hypotheses 4a–4d), we
argued that conflict would hinder performance in teams,
particularly those that are geographically distributed. In
Table 5, we report the results of our regression anal-
yses predicting performance. The relationship between
task conflict and performance was only marginally sig-
nificant (�=−0�36, p < 0�10, see Model 3a) and inter-
personal conflict was not significantly associated with
performance in any of the models, suggesting only
marginal support for Hypothesis 4a and no support for
Hypothesis 4b. We also found no support for Hypothe-
ses 4c or 4d. Neither the interaction between distribu-
tion and task conflict (�= 0�62, n.s., Model 3c) nor the
interaction between distribution and interpersonal con-
flict (�= 0�74, n.s., Model 3d) was significant.

Discussion
Research on distributed teams is burgeoning, yet our
understanding of the dynamics in distributed teams
remains vague, and it is not yet clear how distributed
team dynamics compare to those of collocated teams.
We set out to investigate the dynamics of distributed and
collocated teams, particularly the dynamics of conflict
on these teams. As expected, distributed teams in this

study experienced more conflict, particularly task con-
flict, than did their collocated counterparts. More impor-
tantly, we found that shared identity, shared context,
and spontaneous communication all moderated the rela-
tionship between distribution and conflict. As hypothe-
sized, shared identity was more important in the models
predicting interpersonal conflict, whereas shared context
was more important in the models predicting task con-
flict. We also found that spontaneous communication
played an important role in moderating the distribution-
conflict relationship. It directly moderated the relation-
ship between distribution and both task and interpersonal
conflict. Spontaneous communication also was associ-
ated with a stronger shared identity and more shared
context. We conclude that spontaneous communication
contributes to a shared identity, facilitates the creation of
shared context, and aids distributed teams in identifying
and resolving conflicts before they escalate, benefits that
do not necessarily accrue for collocated teams.

Our findings are that shared identity and shared con-
text moderate the distribution-conflict relationship. In
establishing that shared identity and shared context have
different effects, our findings suggest more generally
that any variables that reflect dimensions of the broader
constructs of social categorization and information con-
gruence may behave similarly to the emergent states of
shared identity and shared context. That is, emergent
states that reflect dimensions of social categorization
should moderate the distribution-interpersonal conflict
relationship, and emergent states that reflect dimensions
of information congruence or differences in the infor-
mation held by team members should moderate the
distribution-task conflict relationship. Transactive mem-
ory, for example, which addresses not only content
knowledge, but awareness of the location of knowledge
within the team (see Hollingshead 1998), may reflect a
dimension of information congruence and thus moderate
the distribution-task conflict relationship. As team mem-
bers are more aware of where knowledge in the team
resides, they may be willing to relinquish some sense
of responsibility for and control over that knowledge,
thus reducing the potential for conflict. Of course, future
research is needed to evaluate our broader theoretical
framework and identify additional factors that moderate
the distribution-conflict relationship.

Our findings contribute to the scant empirical litera-
ture on the dynamics of distributed teams, particularly
those embedded in organizational settings. We also pro-
vide a comparison between distributed and collocated
teams as a means of shedding light on their similari-
ties and differences. Our results suggest that distributed
teams do not require different models than their col-
located counterparts. In most cases, collocated teams
were either unaffected by the moderators in our study or
the effects were weaker than those found in distributed
teams. Both types of teams, for example, benefited from
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spontaneous communication, but distributed teams ben-
efited more. This suggests that separate models are not
required to explain the dynamics of distributed teams,
but that, to reflect this new type of team, models of
teams may need to be augmented with those factors that
remain undetected in collocated teams because of their
weak effects. This insight also suggests that distributed
teams may be more fragile and require more active and
early detection and management of conflict.

Stepping beyond distributed teams, research on intra-
team conflict has been an active area of research over
the last decade. Most of this research, however, has
focused either on the direct relationship between dif-
ferent types of diversity (e.g., gender diversity, tenure
diversity, functional diversity, etc.) and conflict or on the
factors that moderate the conflict-performance relation-
ship. Our research delves more deeply into the causes
of conflict and the conditions under which conflict may
occur. Cummings (2004) recently argued that geographic
distribution qualifies as a type of diversity within teams.
He suggested that being located across vast physical
distances constitutes one form of “structural diversity”
(other forms of structural diversity include functional
diversity and diversity in reporting structures). If we
consider geographic distribution as a type of struc-
tural diversity, our results suggest that shared iden-
tity and shared context could moderate the relationship
between structural diversity and conflict. More specif-
ically, shared identity and shared context may moder-
ate the relationship between diversity and interpersonal
and task conflict, respectively. To evaluate this pos-
sibility, we examined shared identity, shared context,
and spontaneous communication as moderators of the
diversity-conflict relationship using cultural heterogene-
ity, ethnic diversity, diversity of age, and diversity of
gender as measures of diversity in the teams we stud-
ied. Our results are inconclusive. Although shared iden-
tity moderated the relationship between ethnic diversity
and task conflict (� = −2�70, p < 0�05) and sponta-
neous communication weakly moderated the relation-
ship between age diversity and interpersonal conflict
(�=−0�88, p < 0�10), few other effects were detected.
Unfortunately, we did not have the data to examine other
forms of structural diversity such as functional diver-
sity or diversity in reporting structure. Thus, our results
suggest that shared identity and shared context could
moderate the diversity-conflict relationship, especially
for structural forms of diversity, but more research is
needed to evaluate this proposition.

The focus of our study was on the moderating effects
of shared identity, shared context, and spontaneous com-
munication and we found that the relationship between
geographic distribution and conflict was moderated by
the variables we investigated, but others have argued
convincingly that the distribution-conflict relationship
may, in fact, be mediated by shared identity, shared

context, and spontaneous communication. To evaluate
this alternative, we tested the mediating roles of shared
identity and shared context. Because distribution was
significantly associated with task conflict (� = 0�41,
p < 0�01), but not interpersonal conflict, we were only
able to test mediators predicting task conflict. Sponta-
neous communication did not significantly predict task
conflict, so a mediation test was not warranted. That
left only shared context as a possible mediator of the
distribution-task conflict relationship. To test whether
shared context acted as a mediator between distribution
and task conflict, we ran a regression with distribution
predicting shared context and found that distribution was
associated with shared context (� = −0�36, p < 0�05).
A model with distribution predicting task conflict was
also significant (� = 0�43, p < 0�01). In a model with
distribution and shared context predicting task conflict,
shared context remained equally predictive (�=−0�35,
p < 0�05), but the predictive power of distribution dimin-
ished slightly (�= 0�30, p < 0�05), suggesting the pos-
sibility of partial mediation. To evaluate mediation, we
ran a Sobel test. The Sobel test, as described by Baron
and Kenny (1986), provides a significance test for the
effect of the independent variable on the dependent vari-
able via the mediator. Thus, if significant, the Sobel test
suggests that mediation is a viable interpretation of the
data. Sobel tests of partial mediation, however, provide
only weak support for the conclusion that shared context
is a mediator of the distribution-task conflict relationship
(z = 1�74, p = 0�08), suggesting that moderation is a
more compelling explanation. Our study, therefore, pro-
vides more evidence for the moderating effects of shared
identity, shared context, and spontaneous communica-
tion than it does for the mediating role of these vari-
ables. Clearly, these are complex relationships. Future
research would benefit from further examination of the
mediating and moderating roles of these variables on the
distribution-conflict relationship.

Our final analyses examined performance. Our results
indicate that task, but not interpersonal, conflict was
associated with lower performance, providing partial
support for Hypothesis 4a. In our regression models,
however, we found no support for the idea that conflict
of either type is more detrimental to the performance
of distributed teams. In sum, our results suggest that
task conflict is associated with lower performance and
that distributed teams report more task conflict. Thus,
even though conflict is not more detrimental to the per-
formance of distributed as opposed to collocated teams,
because task conflict impedes performance and is more
prevalent in distributed teams, we anticipate that task
conflict may be more problematic for distributed teams.
Eliminating task conflict, therefore, may be a higher pri-
ority for distributed as compared with collocated teams.
As well, distributed teams and their management may
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benefit greatly from more active management of the con-
flicts that arise.

There are, of course, limitations to our study. First,
this was a study within one R&D organization split
between two states in the United States and a single
country in Europe. The team members in our sample
were highly educated and able to work autonomously on
complex tasks. It is, therefore, not clear that the results
from this study will generalize to teams of all types,
particularly to those with less professional training and
those employed on more routine tasks. We also inten-
tionally selected our sample to hold constant the nature
of the geographic distribution faced by these teams.
Most of our teams were split between two (and no more
than three) sites and those sites were approximately
3,000 miles apart. Thus, we more or less held constant
the number of sites, number of time zones, number of
countries, and actual geographic distance. Because of
this, we have no assurance that our results will general-
ize to teams split between more sites, more time zones,
or countries with deeper cultural divides. Although lit-
tle work has yet examined different dimensions of dis-
tributed work and how these dimensions shape team
dynamics, we believe that this is an important avenue
for future research.

Another limitation of our study is that we measured
shared identity, shared context, spontaneous communica-
tion, and conflict at the team level. Although this is con-
sistent with our conceptualization of these as team-level
constructs, the logic underlying our hypotheses suggests
that the dynamics may occur across subgroups based on
location (see also Cramton and Hinds 2005). Our mea-
surement approach also may have obscured some of the
effects we were investigating and weakened our results.
That is, when we asked questions about shared iden-
tity, shared context, and conflict, respondents may have
been thinking more about their local team than about
the entire team (although we attempted to focus them on
the entire team by providing team member names). In
this case, teams may have appeared to have had stronger
team identities, more shared context, and less conflict
because their feelings about their local subteam were
driving their responses. In future studies, data need to be
collected at the subgroup level to more directly inves-
tigate subgroup dynamics on geographically distributed
teams.

In assessing performance, we asked managers to rate
the performance of each of their teams. Having sepa-
rate evaluations by managers helps to eliminate a poten-
tial common method bias, but it may not reflect the
actual performance of these teams. Managers may have
evaluated the performance of the collocated and dis-
tributed teams based on their beliefs about what level of
performance these teams should be capable of achiev-
ing. Although we argue that, in this context, manager

evaluations are preferred to self-reported team mem-
ber evaluations, future work on performance should
strive to identify more objective measures of perfor-
mance that can be compared across teams, thus improv-
ing our ability to detect the effect of group dynamics on
performance.

Our study also may suffer from omitted variable bias.
Although we examined some task and structural vari-
ables, we did not measure all of the possible factors
that may have influenced conflict. With a correlational
field study, we were limited in the number of questions
that we could investigate and the number of questions
we could ask our informants. Thus, there may be other
factors that play an explanatory role that we cannot eval-
uate. Further, the correlations we uncovered cannot be
assumed to be causal. Longitudinal research is needed
to assess the causal nature of these relationships. More
ethnographic field work is also needed to better under-
stand what prompts conflict on these teams, how it esca-
lates or gets resolved, and the effects it has on team
members’ behaviors and performance. Rich process data
of this type would make a significant contribution to our
understanding of interpersonal dynamics in distributed
teams.

Although there are limitations to this study, we cau-
tiously offer several recommendations for future research
and for practice. Regarding research, we believe that
more research is needed to understand the role of shared
identity, shared context, and spontaneous communication
in the dynamics of teams, particularly distributed teams.
In our study, we focused somewhat narrowly on conflict,
but we believe that shared identity, shared context, and
spontaneous communication may moderate other aspects
of team dynamics such as cohesion, participation, and
trust. Our study also suggests a place for more com-
parative studies of collocated and distributed teams as a
means of understanding how distributed teams differ and
whether existing models, built primarily on studies of
collocated teams, are adequate or need to be augmented
to account for this new form of work.

Our findings also offer some guidance for managers
of distributed teams. For example, we found that sponta-
neous communication may be particularly important for
distributed teams as a means of preventing and amelio-
rating conflict. We therefore recommend that managers
and team members work to encourage spontaneous com-
munication, particularly across locations. In our inter-
views, we discovered the value of informal “liaisons”
who took responsibility for ensuring that all team mem-
bers knew what had occurred in face-to-face discussions
at distant sites. Some distributed teams also found suc-
cess with regular communication between sites at the
end of each day or week with the purpose of shar-
ing the status of work activities. Although not sponta-
neous, such activities, designed to facilitate the sharing
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of information across sites, may help to reduce con-
flict and boost the performance of distributed teams.
We also found that an unshared context was particularly
detrimental to distributed teams. We therefore encour-
age distributed teams to be attentive to differences in
work practices and information across sites. One role for
managers of distributed teams is to work toward com-
patibility of processes, tools, and systems across sites.
We do not anticipate that this will be an easy task or a
task that need only be accomplished once. Standardizing
work processes and tools can raise political and practical
concerns. Grinter et al. (1999), for example, noted that
the processes being used by the software development
teams they studied were a result of many years of expe-
rience and reflected the personal preferences and effort
of their local architects. Still, movement in this direction
may aid distributed teams in working across distance.

Acknowledgments
This material is based on work supported by the National
Science Foundation (NSF) Grant IIS-9872996. Any opinions,
findings, and conclusions or recommendations expressed in
this material are those of the authors and do not necessarily
reflect the views of the NSF. The authors would like to thank
Sara Kiesler and Suzanne Weisband for their help at the forma-
tive stages of this project. They also appreciate the insightful
comments of the Senior Editor and three anonymous reviewers
on earlier drafts of this paper.

References
Ancona, D. G., D. F. Caldwell. 1992. Bridging the boundary: External

activity and performance in organizational teams. Admin. Sci.
Quart. 37(4) 634–665.

Armstrong, D. J., P. Cole. 2002. Managing distances and differ-
ences in geographically distributed work groups. P. J. Hinds,
S. Kiesler, eds. Distributed Work. MIT Press, Cambridge, MA.

Aron, A., E. N. Aron, D. Smollan. 1992. Inclusion of other in the self-
scale and the structure of interpersonal closeness. J. Personality
Soc. Psych. 63 596–612.

Baron, R. M., D. A. Kenny. 1986. The moderator-mediator variable
distinction in social psychological research: Conceptual, strate-
gic and statistical considerations. J. Personality Soc. Psych. 51
1173–1182.

Brewer, M. B., N. Miller. 1996. Intergroup Relations. Brooks/Cole
Publishing, Pacific Grove, CA.

Brockhoff, K. 1998. Internationalization of Research and Develop-
ment. Springer-Verlag, Heidelberg and New York.

Carmel, E. 1999. Global Software Teams Collaborating Across Bor-
ders and Time Zones. Prentice-Hall, Upper Saddle River, NJ.

Cramton, C. D. 2001. The mutual knowledge problem and its con-
sequences in geographically dispersed teams. Organ. Sci. 12(3)
346–371.

Cramton, C. D. 2002. Attribution in distributed work groups.
P. J. Hinds, S. Kiesler, eds. Distributed Work. MIT Press, Cam-
bridge, MA.

Cramton, C. D., P. J. Hinds. 2005. Subgroup dynamics in internation-
ally distributed teams: Ethnocentrism or cross-national learning?
Res. Organ. Behavior 26 231–263.

Cummings, J. N. 2004. Work groups, structural diversity, and knowl-
edge sharing in a global organization. Management Sci. 50
352–364.

Cummings, J. N., M. B. O’Leary. 2002. The spatial, temporal, and
configurational characteristics of geographic dispersion in work
teams. Working Paper 148, Massachusetts Institute of Technol-
ogy. http://ebusiness.mit.edu/research/papers-number.html.

De Dreu, C. K. W., L. R. Weingart. 2003. Task versus relationship
conflict and team effectiveness: A meta-analysis. J. Appl. Psych.
88 741–749.

Festinger, L., S. Shachter, K. Back. 1950. Social Pressures in Informal
Groups. Harper, New York.

Fussell, S. R., R. M. Krauss. 1992. Coordination of knowledge in
communication: Effects of speakers’ assumptions about what
others know. J. Personality Soc. Psych. 62 378–391.

Gibson, C. B., S. G. Cohen, eds. 2003. Virtual Teams That Work.
Jossey-Bass, San Francisco, CA.

Gibson, C. B., F. Vermeulen. 2003. A healthy divide: Subgroups as
a stimulus for team learning behavior. Admin. Sci. Quart. 48(2)
202.

Grinter, R. E., J. D. Herbsleb, D. E. Perry. 1999. The geogra-
phy of coordination: Dealing with distance in R&D work.
Proc. Internat. ACM SIGGROUP Conf. Supporting Group Work
�GROUP ’99�, Phoenix, AZ, ACM Press, NY, 306–315.

Hackman, J. R. 1990. Groups that Work (and Those that Don’t).
Jossey-Bass, San Francisco, CA.

Hinds, P. J., D. E. Bailey. 2003. Out of sight, out of synch: Under-
standing conflict in distributed teams. Organ. Sci. 14 615–632.

Hogg, M. A., D. Abrams. 1988. Social Identification. Routledge,
London, UK.

Hogg, M. A., D. J. Terry. 2000. Social identity. Acad. Management
Rev. 25(1) 121–140.

Hollingshead, A. B. 1998. Distributed knowledge and transactive pro-
cesses in decision-making groups. M. A. Neale, E. A. Mannix,
D. H. Gruenfeld, eds. Research on Managing Groups and
Teams, Vol. 1. JAI Press, Stamford, CT, 105–125.

James, L. R., R. G. Demaree, G. Wolf. 1984. Estimating within-group
interrater reliability with and without response bias. J. Appl.
Psych. 89(1) 85–98.

Jarvenpaa, S. L., D. E. Leidner. 1999. Communication and trust in
global virtual teams. Organ. Sci. 10 791–815.

Jehn, K. A. 1994. Enhancing effectiveness: An investigation of
advantages and disadvantages of value-based intragroup conflict.
Internat. J. Conflict Management 5 223–238.

Jehn, K. A. 1995. A multimethod examination of the benefits and
detriments of intragroup conflict. Admin. Sci. Quart. 40(2)
256–282.

Jehn, K. A. 1997. A qualitative analysis of conflict types and dimen-
sions in organizational groups. Admin. Sci. Quart. 42 530–557.

Jehn, K. A., E. A. Mannix. 2001. The dynamic nature of conflict:
A longitudinal study of intragroup conflict and group perfor-
mance. Acad. Management J. 44(2) 238–251.

Jehn, K. A., C. Chadwich, S. Thatcher. 1997. To agree or not to agree:
Diversity, conflict, and group outcomes. Internat. J. Conflict
Management 8 287–306.

Jehn, K. A., G. B. Northcraft, M. A. Neale. 1999. Why differences
make a difference: A field study of diversity, conflict, and per-
formance in workgroups. Admin. Sci. Quart. 44 741–763.



Hinds and Mortensen: Understanding Conflict in Geographically Distributed Teams
306 Organization Science 16(3), pp. 290–307, © 2005 INFORMS

Kiesler, S., J. N. Cummings. 2002. What do we know about prox-
imity and distance in work groups? P. J. Hinds, S. Kiesler, eds.
Distributed Work. MIT Press, Cambridge, MA, 57–80.

Kraut, R. E., S. R. Fussell, S. E. Brennan, J. Seigel. 2002. Under-
standing effects of proximity on collaboration: Implications for
technologies to support remote collaborative work. P. J. Hinds,
S. Kiesler, eds. Distributed Work. MIT Press, Cambridge, MA,
137–162.

Kraut, R. E., R. E. Rice, C. Cool, R. S. Fish. 1998. Varieties of social
influence: The role of utility and norms in the success of a new
communication medium. Organ. Sci. 9(4) 437–453.

Levine, J. M., R. L. Moreland. 1987. Social comparison and out-
come evaluation in group contexts. J. S. Masters, W. P. Smith,
eds. Social Comparison, Social Justice, and Relative Depriva-
tion: Theoretical, Empirical, and Policy Perspectives. Lawrence
Erlbaum, Hillsdale, NJ, 105–127.

Lovelace, K., D. Shapiro, L. R. Weingart. 2001. Maximizing cross-
functional new product teams’ innovativeness and constraint
adherence: A conflict communications perspective. Acad. Man-
agement J. 44(4) 779–794.

Mannix, E. A., T. L. Griffith, M. A. Neale. 2002. The phenomenology
of conflict in virtual work teams. P. J. Hinds, S. Kiesler, eds.
Distributed Work. MIT Press, Cambridge, MA.

Marks, M. A., J. E. Mathieu, S. J. Zaccaro. 2001. A temporally based
framework and taxonomy of team processes. Acad. Management
Rev. 26(3) 356–376.

McDonough, E. F., K. B. Kahn, G. Barczak. 2001. An investigation
of the use of global, virtual, and colocated new product develop-
ment teams. J. Product Innovation Management 18(2) 110–120.

McGrath, J. E. 1984. Groups: Interaction and Performance. Prentice-
Hall, Englewood Cliffs, NJ.

McLeod, P., J. Liker. 1992. Electronic meeting systems: Evidence
from a low structure environment. Inform. Systems Res. 3
195–223.

Monge, P., K. Kriste. 1980. Measuring proximity in human organiza-
tions. Soc. Psych. Quart. 43 110–115.

Morris, M., J. Nadler, T. Kurtzberg, L. Thompson. 2002. Schmooze or
lose: Social friction and lubrication in email negotiations. Group
Dynam. 6 89–100.

Mortensen, M., P. J. Hinds. 2001. Conflict and shared identity in geo-
graphically distributed teams. Internat. J. Conflict Management
12(3) 212–238.

Nardi, B., S. Whittaker. 2002. The place of face-to-face communica-
tion in distributed work. P. J. Hinds, S. Kiesler, eds. Distributed
Work. MIT Press, Cambridge, MA.

Olson, G. M., J. S. Olson. 2000. Distance matters. Human Comput.
Interaction 15 139–179.

Olson, J. S., S. D. Teasley. 1996. Groupware in the wild: Lessons
learned from a year of virtual collocation. Proc. Conf. Comput.
Supported Cooperative Work (CSCW), Boston, MA, ACM Press,
NY, 419–427.

Olson, J. S., S. D. Teasley, L. Covi, G. Olson. 2002. The (currently)
unique advantages of collocated work. P. J. Hinds, S. Kiesler,
eds. Distributed Work. MIT Press, Cambridge, MA.

O’Reilly, C. A., D. F. Caldwell, W. P. Barnett. 1989. Work group
demography, social integration, and turnover. Admin. Sci. Quart.
34(1) 21–37.

O’Reilly, C. A., K. Y. Williams, S. G. Barsade. 1997. Group demog-
raphy and innovation: Does diversity help? E. A. Mannix,
M. A. Neale, eds. Research in the Management of Groups and
Teams, Vol. 1. JAI Press, Greenwich, CT, 183–207.

Pelled, L. H. 1996. Relational demography and perceptions of group
conflict and performance: A field investigation. Internat. J.
Conflict Management 7(3) 230–246.

Pelled, L. H., P. S. Adler. 1994. Antecedents of intergroup conflict
in multifunctional product development teams: A conceptual
model. IEEE Trans. Engrg. Management 41(1) 21–28.

Pelled, L. H., K. M. Eisenhardt, K. R. Xin. 1999. Exploring the black
box: An analysis of work group diversity, conflict, and perfor-
mance. Admin. Sci. Quart. 44 1–28.

Sarbaugh-Thompson, M., M. S. Feldman. 1998. Electronic mail and
organizational communication: Does saying “hi” really matter?
Organ. Sci. 9 685–698.

Schober, M. F. 1998. Different kinds of conversational perspective-
taking. S. R. Fussell, R. J. Kreuz, eds. Social and Cogni-
tive Psychological Approaches to Interpersonal Communication.
Lawrence Erlbaum, Mahwah, NJ, 145–174.

Simons, T. L., R. S. Peterson. 2000. Task conflict and relationship
conflict in top management teams: The pivotal role of intragroup
trust. J. Appl. Psych. 85(1) 102–111.

Sproull, L. S., S. B. Kiesler. 1991. Connections: New Ways of Working
in the Networked Organization. MIT Press, Cambridge, MA.

Stasser, G., W. Titus. 1985. Pooling of unshared information in group
decision making: Biased information sampling during discus-
sion. J. Personality Soc. Psych. 53 81–93.

Straus, S. G., J. E. McGrath. 1994. Does the medium matter? The
interaction of task type and technology on group performance
and member reactions. J. Appl. Psych. 79(1) 87–97.

Tajfel, H. 1974. Social identity and intergroup behaviour. Soc. Sci.
Inform. 13(2) 65–93.

Tajfel, H. 1981. Human Groups and Social Categories: Studies in
Social Psychology. Cambridge University Press, New York.

Thomas, K. W. 1992. Conflict and negotiation processes in orga-
nizations. M. D. Dunnette, L. M. Hough, eds. Handbook of
Industrial and Organizational Psychology, Vol. 3. Consulting
Psychologists Press, Palo Alto, CA, 651–717.

Tinsley, C. 1998. Models of conflict resolution in Japanese, German
and American cultures. J. Appl. Sci. 83 316–323.

Tsui, A. S., C. A. I. O’Reilly. 1989. Beyond simple demographic
effects: The importance of relational demography in superior-
subordinate dyads. Acad. Management J. 32(2) 402–423.

Tsui, A. S., T. D. Egan, C. A. O’Reilly. 1992. Being different: Rela-
tional demography and organizational attachment. Admin. Sci.
Quart. 37(4) 549–579.

Tyler, T. R. 1999. Why people cooperate with organizations: An iden-
tity based perspective. R. I. Sutton, B. M. Staw, eds. Research
in Organizational Behavior, Vol. 21. JAI Press, Stamford, CT,
201–246.

Van de Ven, A. H., A. L. Delbecq, R. Koenig. 1976. Determinants
of coordination modes within organizations. Amer. Sociological
Rev. 41 322–338.

Walther, J. B. 1995. Relational aspects of computer-mediated com-
munication: Experimental observations over time. Organ. Sci. 6
186–203.

Weisband, S. 2002. Maintaining awareness in distributed team
collaboration: Implications for leadership and performance.
P. J. Hinds, S. Kiesler, eds. Distributed Work. MIT Press, Cam-
bridge, MA, 311–333.

Williams, K. Y., C. A. I. O’Reilly. 1998. Demography and diversity
in organizations: A review of 40 years of research. B. M. Staw,
L. L. Cummings, eds. Research in Organizational Behavior,
Vol. 20. JAI Press, Greenwich, CT, 77–140.



Hinds and Mortensen: Understanding Conflict in Geographically Distributed Teams
Organization Science 16(3), pp. 290–307, © 2005 INFORMS 307

Wittenbaum, G. M., G. Stasser. 1996. Management of information
in small groups. J. L. Nye, A. M. Brower, eds. What’s Social
About Social Cognition? Research on Socially Shared Cognition
in Small Groups. Sage Publications, Thousand Oaks, CA,
3–28.

Zack, M. H. 1993. Interactivity and communication-mode choice in
on-going management groups. Inform. Systems Res. 4 207–239.

Zack, M. H., J. L. McKenney. 1995. Social context and interaction in
ongoing computer-supported management groups. Organ. Sci. 6
394–422.


